library(mlbench)

## Warning: package 'mlbench' was built under R version 4.2.3

library(e1071)

## Warning: package 'e1071' was built under R version 4.2.2

library(klaR)

## Warning: package 'klaR' was built under R version 4.2.2

## Loading required package: MASS

library(nnet)  
library(MASS)  
library(rpart)  
library(randomForest)

## Warning: package 'randomForest' was built under R version 4.2.2

## randomForest 4.7-1.1

## Type rfNews() to see new features/changes/bug fixes.

library(caret)

## Warning: package 'caret' was built under R version 4.2.2

## Loading required package: ggplot2

## Warning: package 'ggplot2' was built under R version 4.2.2

##   
## Attaching package: 'ggplot2'

## The following object is masked from 'package:randomForest':  
##   
## margin

## Loading required package: lattice

#Load the Data

library(mlbench)  
data(BreastCancer)  
BreastCancer <- na.omit(BreastCancer)   
  
BreastCancer$Id <- NULL   
  
df2 <- data.frame(sapply(BreastCancer[1:9], function(x) as.numeric(as.character(x))))  
z <- scale(df2[,1:9],center=TRUE,scale=TRUE)  
  
  
set.seed(2)  
ind <- createDataPartition(BreastCancer$Class, p = 0.6, list = FALSE)  
breastCance.train <- BreastCancer[ind,]  
breastCance.test <- BreastCancer[-ind,]

#SVM

mysvm <- svm(Class ~ ., breastCance.train)  
mysvm.pred <- predict(mysvm, breastCance.test)  
table(mysvm.pred,breastCance.test$Class)

##   
## mysvm.pred benign malignant  
## benign 174 7  
## malignant 3 88

#Naive Bayes

library(klaR)  
mynb <- NaiveBayes(Class ~ ., breastCance.train, usekernel = TRUE)  
mynb.pred <- predict(mynb,breastCance.test)

#head(mynb.pred$class)  
table(mynb.pred$class,breastCance.test$Class)

##   
## benign malignant  
## benign 174 2  
## malignant 3 93

#Decision trees

mytree <- rpart(Class ~ ., breastCance.train)  
plot(mytree); text(mytree)

![](data:image/png;base64,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)

summary(mytree)

## Call:  
## rpart(formula = Class ~ ., data = breastCance.train)  
## n= 411   
##   
## CP nsplit rel error xerror xstd  
## 1 0.80555556 0 1.00000000 1.0000000 0.06716662  
## 2 0.05555556 1 0.19444444 0.2638889 0.04078146  
## 3 0.01000000 3 0.08333333 0.1875000 0.03487901  
##   
## Variable importance  
## Cell.size Cell.shape Bare.nuclei Bl.cromatin Normal.nucleoli   
## 20 17 17 15 14   
## Marg.adhesion Cl.thickness Epith.c.size Mitoses   
## 13 2 1 1   
##   
## Node number 1: 411 observations, complexity param=0.8055556  
## predicted class=benign expected loss=0.350365 P(node) =1  
## class counts: 267 144  
## probabilities: 0.650 0.350   
## left son=2 (277 obs) right son=3 (134 obs)  
## Primary splits:  
## Cell.size splits as LLLRRRRRRR, improve=134.9103, (0 missing)  
## Bare.nuclei splits as LLRRRRRRRR, improve=131.2616, (0 missing)  
## Cell.shape splits as LLRRRRRRRR, improve=129.3126, (0 missing)  
## Bl.cromatin splits as LLLRRRRRRR, improve=119.7576, (0 missing)  
## Normal.nucleoli splits as LLRRRRRRRR, improve=118.1358, (0 missing)  
## Surrogate splits:  
## Cell.shape splits as LLLRRRRRRR, agree=0.942, adj=0.821, (0 split)  
## Bare.nuclei splits as LLLRRRRRRR, agree=0.905, adj=0.709, (0 split)  
## Bl.cromatin splits as LLLRRRRRRR, agree=0.895, adj=0.679, (0 split)  
## Normal.nucleoli splits as LLRRRRRRRR, agree=0.888, adj=0.657, (0 split)  
## Marg.adhesion splits as LLLRRRRRRR, agree=0.881, adj=0.634, (0 split)  
##   
## Node number 2: 277 observations, complexity param=0.05555556  
## predicted class=benign expected loss=0.06859206 P(node) =0.6739659  
## class counts: 258 19  
## probabilities: 0.931 0.069   
## left son=4 (247 obs) right son=5 (30 obs)  
## Primary splits:  
## Bare.nuclei splits as LLRRRR-RRR, improve=19.00160, (0 missing)  
## Normal.nucleoli splits as LLRRLR-LRR, improve=18.21888, (0 missing)  
## Cl.thickness splits as LLLLLLRRRR, improve=15.16591, (0 missing)  
## Cell.shape splits as LLRRRRRRRR, improve=11.30634, (0 missing)  
## Epith.c.size splits as LLLRRRRRRR, improve=10.62647, (0 missing)  
## Surrogate splits:  
## Normal.nucleoli splits as LLRRRL-LLR, agree=0.924, adj=0.300, (0 split)  
## Cl.thickness splits as LLLLLLRRRR, agree=0.921, adj=0.267, (0 split)  
## Bl.cromatin splits as LLLLRLLR--, agree=0.921, adj=0.267, (0 split)  
## Mitoses splits as LLRRL-RR-, agree=0.917, adj=0.233, (0 split)  
## Marg.adhesion splits as LLLRRRRRRR, agree=0.910, adj=0.167, (0 split)  
##   
## Node number 3: 134 observations  
## predicted class=malignant expected loss=0.06716418 P(node) =0.3260341  
## class counts: 9 125  
## probabilities: 0.067 0.933   
##   
## Node number 4: 247 observations  
## predicted class=benign expected loss=0.004048583 P(node) =0.6009732  
## class counts: 246 1  
## probabilities: 0.996 0.004   
##   
## Node number 5: 30 observations, complexity param=0.05555556  
## predicted class=malignant expected loss=0.4 P(node) =0.0729927  
## class counts: 12 18  
## probabilities: 0.400 0.600   
## left son=10 (12 obs) right son=11 (18 obs)  
## Primary splits:  
## Cl.thickness splits as LLLRRRRRRR, improve=10.677780, (0 missing)  
## Normal.nucleoli splits as LRRRLR--RR, improve= 8.400000, (0 missing)  
## Cell.shape splits as LLRRRRRRRR, improve= 7.810714, (0 missing)  
## Cell.size splits as LRRRRRRRRR, improve= 6.074641, (0 missing)  
## Bl.cromatin splits as LLRRR-RR--, improve= 3.816149, (0 missing)  
## Surrogate splits:  
## Cell.shape splits as LRRRRRRRRR, agree=0.867, adj=0.667, (0 split)  
## Cell.size splits as LRRRRRRRRR, agree=0.833, adj=0.583, (0 split)  
## Bl.cromatin splits as LLRLR-RR--, agree=0.800, adj=0.500, (0 split)  
## Normal.nucleoli splits as LRRRRR--RR, agree=0.800, adj=0.500, (0 split)  
## Epith.c.size splits as LLRRRRRRRR, agree=0.767, adj=0.417, (0 split)  
##   
## Node number 10: 12 observations  
## predicted class=benign expected loss=0.08333333 P(node) =0.02919708  
## class counts: 11 1  
## probabilities: 0.917 0.083   
##   
## Node number 11: 18 observations  
## predicted class=malignant expected loss=0.05555556 P(node) =0.04379562  
## class counts: 1 17  
## probabilities: 0.056 0.944

mytree.pred <- predict(mytree,breastCance.test,type="class")  
table(mytree.pred,breastCance.test$Class)

##   
## mytree.pred benign malignant  
## benign 170 5  
## malignant 7 90

# Leave-1-Out Cross Validation (LOOCV)

ans <- numeric(length(BreastCancer[,1]))  
for (i in 1:length(BreastCancer[,1])) {  
 mytree <- rpart(Class ~ ., BreastCancer[-i,])  
 mytree.pred <- predict(mytree,BreastCancer[i,],type="class")  
 ans[i] <- mytree.pred  
}  
ans <- factor(ans,labels=levels(BreastCancer$Class))  
table(ans,BreastCancer$Class)

##   
## ans benign malignant  
## benign 430 20  
## malignant 14 219

#Regularised Discriminant Analysis

myrda <- rda(Class ~ ., breastCance.train)  
myrda.pred <- predict(myrda, breastCance.test)  
table(myrda.pred$class,breastCance.test$Class)

##   
## benign malignant  
## benign 174 3  
## malignant 3 92

#Random Forests

myrf <- randomForest(Class ~ ., breastCance.train)  
myrf.pred <- predict(myrf, breastCance.test)  
head(myrf.pred)

## 5 11 12 13 15 20   
## benign benign benign malignant malignant benign   
## Levels: benign malignant

table(myrf.pred, breastCance.test$Class)

##   
## myrf.pred benign malignant  
## benign 174 3  
## malignant 3 92

combine.classes<-data.frame(myrf.pred, myrda.pred$class,   
 mytree.pred,mysvm.pred,   
 mynb.pred$class)

combine.classes$myrf.pred<-ifelse(combine.classes$myrf.pred=="benign", 0, 1)  
combine.classes[,2]<-ifelse(combine.classes[,2]=="benign", 0, 1)  
combine.classes[,3]<-ifelse(combine.classes[,3]=="benign", 0, 1)  
combine.classes[,4]<-ifelse(combine.classes[,4]=="benign", 0, 1)  
combine.classes[,5]<-ifelse(combine.classes[,5]=="benign", 0, 1)  
str(combine.classes)

## 'data.frame': 272 obs. of 5 variables:  
## $ myrf.pred : num 0 0 0 1 1 0 1 1 0 0 ...  
## $ myrda.pred.class: num 0 0 0 1 1 0 1 1 0 0 ...  
## $ mytree.pred : num 1 1 1 1 1 1 1 1 1 1 ...  
## $ mysvm.pred : num 0 0 0 0 1 0 1 0 0 0 ...  
## $ mynb.pred.class : num 0 0 0 1 1 0 1 1 0 0 ...

combine.cl<-combine.classes[, -c(5,6)]  
majority.vote=rowSums(combine.classes[,-c(5,6)])  
head(majority.vote)

## 5 11 12 13 15 20   
## 1 1 1 3 4 1

combine.classes[,5]<-rowSums(combine.classes[,-c(5,6)])  
combine.classes[,6]<-ifelse(combine.classes[,5]>=4, "malignant", "benign")  
table(combine.classes[,6], breastCance.test$Class)

##   
## benign malignant  
## benign 174 7  
## malignant 3 88

Confusion\_combine <-table(combine.classes[,6], breastCance.test$Class)  
accuracy <- sum(diag(Confusion\_combine))/sum(Confusion\_combine)  
  
cat("\n","accuracy is",accuracy)

##   
## accuracy is 0.9632353

```{r}

# Calculate confusion matrix

confusion <- table(combine.classes[,6], breastCance.test$Class)

# Calculate performance metrics

accuracy <- sum(diag(confusion))/sum(confusion)

precision <- diag(confusion)/colSums(confusion)

recall <- diag(confusion)/rowSums(confusion)

f1\_score <- 2 \* precision \* recall / (precision + recall)

# Print results

cat("Accuracy: ", accuracy, "\n")

cat("Precision: ", precision, "\n")

cat("Recall: ", recall, "\n")

cat("F1 Score: ", f1\_score, "\n")

```

Accuracy: 0.9632353

Precision: 0.9830508 0.9263158

Recall: 0.961326 0.967033

F1 Score: 0.972067 0.9462366